{

"nbformat": 4,

"nbformat\_minor": 0,

"metadata": {

"colab": {

"provenance": [],

"collapsed\_sections": []

},

"kernelspec": {

"name": "python3",

"display\_name": "Python 3"

},

"language\_info": {

"name": "python"

}

},

"cells": [

{

"cell\_type": "markdown",

"source": [

"#SMS SPAM CLASSIFICATION"

],

"metadata": {

"id": "7dr4Y\_4zmgtw"

}

},

{

"cell\_type": "code",

"execution\_count": null,

"metadata": {

"id": "9m70QoiD4te8"

},

"outputs": [],

"source": [

"import pandas as pd\n",

"import numpy as np\n",

"import matplotlib.pyplot as plt\n",

"import seaborn as sns\n",

"from sklearn.model\_selection import train\_test\_split\n",

"from sklearn.preprocessing import LabelEncoder"

]

},

{

"cell\_type": "code",

"source": [

"from tensorflow.keras.models import Model\n",

"from tensorflow.keras.layers import LSTM, Activation, Dense, Dropout, Input, Embedding\n",

"from tensorflow.keras.optimizers import RMSprop\n",

"from tensorflow.keras.preprocessing.text import Tokenizer\n",

"from tensorflow.keras.preprocessing import sequence\n",

"from tensorflow.keras.utils import to\_categorical\n",

"from tensorflow.keras.callbacks import EarlyStopping\n",

"%matplotlib inline"

],

"metadata": {

"id": "iqa-aPPYmXrh"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"#READ DATASET AND DO PREPROCESSING"

],

"metadata": {

"id": "ORneqxWDmnb3"

}

},

{

"cell\_type": "code",

"source": [

"df = pd.read\_csv(r'spam.csv',encoding='latin-1')\n"

],

"metadata": {

"id": "7YBpWoSomZOm"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"df.head()"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/",

"height": 206

},

"id": "zxpkPWrNm71P",

"outputId": "eaca1811-788a-403a-a230-7024d353062a"

},

"execution\_count": null,

"outputs": [

{

"output\_type": "execute\_result",

"data": {

"text/plain": [

" v1 v2 Unnamed: 2 \\\n",

"0 ham Go until jurong point, crazy.. Available only ... NaN \n",

"1 ham Ok lar... Joking wif u oni... NaN \n",

"2 spam Free entry in 2 a wkly comp to win FA Cup fina... NaN \n",

"3 ham U dun say so early hor... U c already then say... NaN \n",

"4 ham Nah I don't think he goes to usf, he lives aro... NaN \n",

"\n",

" Unnamed: 3 Unnamed: 4 \n",

"0 NaN NaN \n",

"1 NaN NaN \n",

"2 NaN NaN \n",

"3 NaN NaN \n",

"4 NaN NaN "

],

"text/html": [

"\n",

" <div id=\"df-577ee091-d71d-415d-9916-1136b41c8cd7\">\n",

" <div class=\"colab-df-container\">\n",

" <div>\n",

"<style scoped>\n",

" .dataframe tbody tr th:only-of-type {\n",

" vertical-align: middle;\n",

" }\n",

"\n",

" .dataframe tbody tr th {\n",

" vertical-align: top;\n",

" }\n",

"\n",

" .dataframe thead th {\n",

" text-align: right;\n",

" }\n",

"</style>\n",

"<table border=\"1\" class=\"dataframe\">\n",

" <thead>\n",

" <tr style=\"text-align: right;\">\n",

" <th></th>\n",

" <th>v1</th>\n",

" <th>v2</th>\n",

" <th>Unnamed: 2</th>\n",

" <th>Unnamed: 3</th>\n",

" <th>Unnamed: 4</th>\n",

" </tr>\n",

" </thead>\n",

" <tbody>\n",

" <tr>\n",

" <th>0</th>\n",

" <td>ham</td>\n",

" <td>Go until jurong point, crazy.. Available only ...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" <tr>\n",

" <th>1</th>\n",

" <td>ham</td>\n",

" <td>Ok lar... Joking wif u oni...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" <tr>\n",

" <th>2</th>\n",

" <td>spam</td>\n",

" <td>Free entry in 2 a wkly comp to win FA Cup fina...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" <tr>\n",

" <th>3</th>\n",

" <td>ham</td>\n",

" <td>U dun say so early hor... U c already then say...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" <tr>\n",

" <th>4</th>\n",

" <td>ham</td>\n",

" <td>Nah I don't think he goes to usf, he lives aro...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" </tbody>\n",

"</table>\n",

"</div>\n",

" <button class=\"colab-df-convert\" onclick=\"convertToInteractive('df-577ee091-d71d-415d-9916-1136b41c8cd7')\"\n",

" title=\"Convert this dataframe to an interactive table.\"\n",

" style=\"display:none;\">\n",

" \n",

" <svg xmlns=\"http://www.w3.org/2000/svg\" height=\"24px\"viewBox=\"0 0 24 24\"\n",

" width=\"24px\">\n",

" <path d=\"M0 0h24v24H0V0z\" fill=\"none\"/>\n",

" <path d=\"M18.56 5.44l.94 2.06.94-2.06 2.06-.94-2.06-.94-.94-2.06-.94 2.06-2.06.94zm-11 1L8.5 8.5l.94-2.06 2.06-.94-2.06-.94L8.5 2.5l-.94 2.06-2.06.94zm10 10l.94 2.06.94-2.06 2.06-.94-2.06-.94-.94-2.06-.94 2.06-2.06.94z\"/><path d=\"M17.41 7.96l-1.37-1.37c-.4-.4-.92-.59-1.43-.59-.52 0-1.04.2-1.43.59L10.3 9.45l-7.72 7.72c-.78.78-.78 2.05 0 2.83L4 21.41c.39.39.9.59 1.41.59.51 0 1.02-.2 1.41-.59l7.78-7.78 2.81-2.81c.8-.78.8-2.07 0-2.86zM5.41 20L4 18.59l7.72-7.72 1.47 1.35L5.41 20z\"/>\n",

" </svg>\n",

" </button>\n",

" \n",

" <style>\n",

" .colab-df-container {\n",

" display:flex;\n",

" flex-wrap:wrap;\n",

" gap: 12px;\n",

" }\n",

"\n",

" .colab-df-convert {\n",

" background-color: #E8F0FE;\n",

" border: none;\n",

" border-radius: 50%;\n",

" cursor: pointer;\n",

" display: none;\n",

" fill: #1967D2;\n",

" height: 32px;\n",

" padding: 0 0 0 0;\n",

" width: 32px;\n",

" }\n",

"\n",

" .colab-df-convert:hover {\n",

" background-color: #E2EBFA;\n",

" box-shadow: 0px 1px 2px rgba(60, 64, 67, 0.3), 0px 1px 3px 1px rgba(60, 64, 67, 0.15);\n",

" fill: #174EA6;\n",

" }\n",

"\n",

" [theme=dark] .colab-df-convert {\n",

" background-color: #3B4455;\n",

" fill: #D2E3FC;\n",

" }\n",

"\n",

" [theme=dark] .colab-df-convert:hover {\n",

" background-color: #434B5C;\n",

" box-shadow: 0px 1px 3px 1px rgba(0, 0, 0, 0.15);\n",

" filter: drop-shadow(0px 1px 2px rgba(0, 0, 0, 0.3));\n",

" fill: #FFFFFF;\n",

" }\n",

" </style>\n",

"\n",

" <script>\n",

" const buttonEl =\n",

" document.querySelector('#df-577ee091-d71d-415d-9916-1136b41c8cd7 button.colab-df-convert');\n",

" buttonEl.style.display =\n",

" google.colab.kernel.accessAllowed ? 'block' : 'none';\n",

"\n",

" async function convertToInteractive(key) {\n",

" const element = document.querySelector('#df-577ee091-d71d-415d-9916-1136b41c8cd7');\n",

" const dataTable =\n",

" await google.colab.kernel.invokeFunction('convertToInteractive',\n",

" [key], {});\n",

" if (!dataTable) return;\n",

"\n",

" const docLinkHtml = 'Like what you see? Visit the ' +\n",

" '<a target=\"\_blank\" href=https://colab.research.google.com/notebooks/data\_table.ipynb>data table notebook</a>'\n",

" + ' to learn more about interactive tables.';\n",

" element.innerHTML = '';\n",

" dataTable['output\_type'] = 'display\_data';\n",

" await google.colab.output.renderOutput(dataTable, element);\n",

" const docLink = document.createElement('div');\n",

" docLink.innerHTML = docLinkHtml;\n",

" element.appendChild(docLink);\n",

" }\n",

" </script>\n",

" </div>\n",

" </div>\n",

" "

]

},

"metadata": {},

"execution\_count": 4

}

]

},

{

"cell\_type": "code",

"source": [

"df.drop(['Unnamed: 2', 'Unnamed: 3', 'Unnamed: 4'],axis=1,inplace=True)"

],

"metadata": {

"id": "\_XZ6Z1l1m-Y7"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"df.info()"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "Vvak\_H3QnDNS",

"outputId": "5d05ceee-0bc3-44c6-9ab5-c2beeaa4c28a"

},

"execution\_count": null,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"<class 'pandas.core.frame.DataFrame'>\n",

"RangeIndex: 5572 entries, 0 to 5571\n",

"Data columns (total 2 columns):\n",

" # Column Non-Null Count Dtype \n",

"--- ------ -------------- ----- \n",

" 0 v1 5572 non-null object\n",

" 1 v2 5572 non-null object\n",

"dtypes: object(2)\n",

"memory usage: 87.2+ KB\n"

]

}

]

},

{

"cell\_type": "code",

"source": [

"sns.countplot(df.v1)\n",

"plt.xlabel('x-axis')\n",

"plt.title('Number of ham and spam messages')"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/",

"height": 367

},

"id": "QN20mKt5nHHt",

"outputId": "aa1888ed-b127-4ed1-923c-3154767acbfb"

},

"execution\_count": null,

"outputs": [

{

"output\_type": "stream",

"name": "stderr",

"text": [

"/usr/local/lib/python3.7/dist-packages/seaborn/\_decorators.py:43: FutureWarning: Pass the following variable as a keyword arg: x. From version 0.12, the only valid positional argument will be `data`, and passing other arguments without an explicit keyword will result in an error or misinterpretation.\n",

" FutureWarning\n"

]

},

{

"output\_type": "execute\_result",

"data": {

"text/plain": [

"Text(0.5, 1.0, 'Number of ham and spam messages')"

]

},

"metadata": {},

"execution\_count": 7

},

{

"output\_type": "display\_data",

"data": {

"text/plain": [

"<Figure size 432x288 with 1 Axes>"

],

"image/png": "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\n"

},

"metadata": {

"needs\_background": "light"

}

}

]

},

{

"cell\_type": "markdown",

"source": [

"#CREATE INPUT VECTORS AND PROCESS LABELS"

],

"metadata": {

"id": "g0eRjvCXnuCk"

}

},

{

"cell\_type": "code",

"source": [

"X = df.v2\n",

"Y = df.v1"

],

"metadata": {

"id": "4TxedAC\_nZQU"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"le = LabelEncoder()\n",

"Y = le.fit\_transform(Y)"

],

"metadata": {

"id": "uHiIt4YIn\_Bp"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"Y = Y.reshape(-1,1)"

],

"metadata": {

"id": "hc1F-8uXoCI2"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"#SPLIT THE TRAINING AND TESTING DATA"

],

"metadata": {

"id": "An7KQLxHoGME"

}

},

{

"cell\_type": "code",

"source": [

"X\_train,X\_test,Y\_train,Y\_test = train\_test\_split(X,Y,test\_size=0.20)"

],

"metadata": {

"id": "OM0Xc87PoFAr"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"#PROCESS THE DATA"

],

"metadata": {

"id": "sT63I2sHoTTZ"

}

},

{

"cell\_type": "code",

"source": [

"max\_words = 1000\n",

"max\_len = 150"

],

"metadata": {

"id": "r5LFLEKooR7i"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"tok = Tokenizer(num\_words=max\_words)\n",

"tok.fit\_on\_texts(X\_train)"

],

"metadata": {

"id": "cs6emJYtoaZ\_"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"sequences = tok.texts\_to\_sequences(X\_train)\n",

"sequences\_matrix = sequence.pad\_sequences(sequences,maxlen=max\_len)"

],

"metadata": {

"id": "qlvTMv4fodmK"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"#CREATE MODELS AND ADD LAYERS"

],

"metadata": {

"id": "bPhvENzeoiLD"

}

},

{

"cell\_type": "code",

"source": [

"def RNN():\n",

" inputs = Input(name='inputs',shape=[max\_len])\n",

" layer = Embedding(max\_words,50,input\_length=max\_len)(inputs)\n",

" layer = LSTM(128)(layer)\n",

" layer = Dense(256,name='FC1')(layer)\n",

" layer = Activation('relu')(layer)\n",

" layer = Dropout(0.5)(layer)\n",

" layer = Dense(1,name='out\_layer')(layer)\n",

" layer = Activation('tanh')(layer)\n",

" model = Model(inputs=inputs,outputs=layer)\n",

" return model"

],

"metadata": {

"id": "U-SZTrL4og1z"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"model = RNN()"

],

"metadata": {

"id": "5v919ljros4m"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"model.summary()"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "\_xcI47oRow6y",

"outputId": "639debc2-94d7-4804-9eb6-f3d618d425e2"

},

"execution\_count": null,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"Model: \"model\"\n",

"\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\n",

" Layer (type) Output Shape Param # \n",

"=================================================================\n",

" inputs (InputLayer) [(None, 150)] 0 \n",

" \n",

" embedding (Embedding) (None, 150, 50) 50000 \n",

" \n",

" lstm (LSTM) (None, 128) 91648 \n",

" \n",

" FC1 (Dense) (None, 256) 33024 \n",

" \n",

" activation (Activation) (None, 256) 0 \n",

" \n",

" dropout (Dropout) (None, 256) 0 \n",

" \n",

" out\_layer (Dense) (None, 1) 257 \n",

" \n",

" activation\_1 (Activation) (None, 1) 0 \n",

" \n",

"=================================================================\n",

"Total params: 174,929\n",

"Trainable params: 174,929\n",

"Non-trainable params: 0\n",

"\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\n"

]

}

]

},

{

"cell\_type": "code",

"source": [

"model.compile(loss='binary\_crossentropy',optimizer=RMSprop(),metrics=['accuracy','mse','mae'])"

],

"metadata": {

"id": "\_rWF84QJo06N"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"#FIT THE MODEL"

],

"metadata": {

"id": "\_Buf6mBko9Sb"

}

},

{

"cell\_type": "code",

"source": [

"model.fit(sequences\_matrix,Y\_train,batch\_size=128,epochs=100,\n",

" validation\_split=0.2,callbacks=[EarlyStopping(monitor='val\_loss',min\_delta=0.0001)])"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "10J3H1o0o5v\_",

"outputId": "0a5b2ccb-959b-4deb-c39e-d013f62acb33"

},

"execution\_count": null,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"Epoch 1/100\n",

"28/28 [==============================] - 13s 460ms/step - loss: 0.0961 - accuracy: 0.9778 - mse: 0.0358 - mae: 0.1438 - val\_loss: 0.1271 - val\_accuracy: 0.9832 - val\_mse: 0.0568 - val\_mae: 0.2060\n",

"Epoch 2/100\n",

"28/28 [==============================] - 14s 507ms/step - loss: 0.0728 - accuracy: 0.9885 - mse: 0.0607 - mae: 0.2129 - val\_loss: 0.1175 - val\_accuracy: 0.9821 - val\_mse: 0.0766 - val\_mae: 0.2416\n"

]

},

{

"output\_type": "execute\_result",

"data": {

"text/plain": [

"<keras.callbacks.History at 0x7f2c8029f350>"

]

},

"metadata": {},

"execution\_count": 20

}

]

},

{

"cell\_type": "code",

"source": [

"test\_sequences = tok.texts\_to\_sequences(X\_test)\n",

"test\_sequences\_matrix = sequence.pad\_sequences(test\_sequences,maxlen=max\_len)"

],

"metadata": {

"id": "aZrhpoCvpFSh"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"accr = model.evaluate(test\_sequences\_matrix,Y\_test)"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "UcKyVUwcpjrH",

"outputId": "509e119d-dcdc-40df-a551-294372b0f7fe"

},

"execution\_count": null,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"35/35 [==============================] - 3s 92ms/step - loss: 0.1390 - accuracy: 0.9821 - mse: 0.0779 - mae: 0.2393\n"

]

}

]

},

{

"cell\_type": "code",

"source": [

"print('Test set\\n Loss: {:0.3f}\\n Accuracy: {:0.3f}'.format(accr[0],accr[1]))"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "A1P0obznpoWE",

"outputId": "3e35375d-8ea8-449e-b836-8cbbb5eff307"

},

"execution\_count": null,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"Test set\n",

" Loss: 0.139\n",

" Accuracy: 0.982\n"

]

}

]

},

{

"cell\_type": "markdown",

"source": [

"#SAVE THE MODEL"

],

"metadata": {

"id": "LpuLRZbJpuaW"

}

},

{

"cell\_type": "code",

"source": [

"model.save(r\"C:\\Users\\vikram\\OneDrive\\Desktop\\model\_lSTM.h5\")"

],

"metadata": {

"id": "d1WBN2czpsue"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"#TEST THE MODEL\n"

],

"metadata": {

"id": "rrHj3HxCqT9b"

}

},

{

"cell\_type": "code",

"source": [

"from tensorflow.keras.models import load\_model\n",

"m2 = load\_model(r\"C:\\Users\\vikram\\OneDrive\\Desktop\\model\_lSTM.h5\")"

],

"metadata": {

"id": "7aSPr\_6RqDjX"

},

"execution\_count": null,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"m2.evaluate(test\_sequences\_matrix,Y\_test)"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "UfXAv0N2qgl2",

"outputId": "66d0c1c3-728b-40a4-85e2-6a5c10ed4e09"

},

"execution\_count": null,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"35/35 [==============================] - 4s 68ms/step - loss: 0.1390 - accuracy: 0.9821 - mse: 0.0779 - mae: 0.2393\n"

]

},

{

"output\_type": "execute\_result",

"data": {

"text/plain": [

"[0.13899557292461395,\n",

" 0.9820627570152283,\n",

" 0.07788368314504623,\n",

" 0.23931345343589783]"

]

},

"metadata": {},

"execution\_count": 26

}

]

},

{

"cell\_type": "code",

"source": [],

"metadata": {

"id": "f5vO2h97qrC5"

},

"execution\_count": null,

"outputs": []

}

]

}